Emergent objective reality

FROM OBSERVERS TO PHYSICS
VIA SOLOMONOFF INDUCTION

Summary of a grant application, as a quick reading for
participants of the “Participatory Realism” Workshop in
Stellenbosch 2017. Please do not distribute further.

FQXi Large Grant Application: “Physics of the Observer”

Principal Investigator:

Markus P. Miiller

Departments of Applied Mathematics and Philosophy, University of Western Ontario
Perimeter Institute for Theoretical Physics, Waterloo, Canada
markus@mpmueller.net



Markus P. Miiller FQXi Project Narrative

Contents

[I_Introduction| 1
1.1 Postulates of an unusual but sitmple theory| . . . . . ... .. ... ... ... ... ..., 1
(1.2 Three roads to the same theory| . . . . . . . . .. .. o 5
[1.3  So how do we get physics from this?| . . . . . . . . . . . ... 5
(1.4 What about novel predictions?| . . . . . . . . .. . 7
(1.5 Isn’t this completely crazy? . . . . . . . . . . . . 8

2 Acknowledgment| 9

[3 Bibliography| 9

1 Introduction

“The hypothesis that there is an external world,

not dependent on human minds, made of something,

is so obviously useful and so strongly confirmed

by experience down through the ages that we can say
without exaggeration that it is better confirmed

than any other empirical hypothesis. So useful is the posit
that it is almost impossible for anyone except a

madman or professional metaphysician to comprehend

a reason for doubting it.” (M. Gardner [I])

This proposal takes the perspective of the madman: it claims that this view of the world is wrong. Only
if we doubt the obvious will we find answers to some important open problems in physics and beyond,
including an answer to the question why we see something like an external world at all.

1.1 Postulates of an unusual but simple theory

Theoretical physics is more than just a collection of methods to predict measurable quantities like cross
sections. Instead, the history of physics has given us plenty of examples when novel questions have led to
new theories which fundamentally changed our picture of the world, often in surprising ways. An example
is given by General Relativity, which has told us that our Newtonian view of an absolute and eternal space
and time is only an approximation, and that in fact space and time can be curved and dynamical in a
scientifically meaningful way.

The starting point of this proposal is the hypothesis that we are at a point where we perhaps have to
make a comparably dramatic revision of some traditional aspects of our physical worldview. As I will argue
below, there are several important conceptual problems in physics and its immediate vicinity that motivate
such a move. Traditionally, a physical theory would start with an “ontic” picture of the world, postulating
the existence of an objective external world that evolves according to certain physical laws. Our theories
about these laws are tested by calculating some predictions and by comparing them with the observations
that we actually make. Since the discovery of quantum mechanics, we think that these predictions are
probabilistic at best, and in principle all of the form

P (next observations | previous observations). (1)
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For example, in a laboratory experiment, “previous observations” includes all our knowledge about the
experimental setup and data we have acquired earlier; the “next observations” correspond to possible out-
comes of the experiment. Crucially, we traditionally view the probabilities in as being derived from
(or secondary to) an objective external world; either they arise because we are agents inside that objective
universe who have only limited knowledge, or because the postulates of quantum theory claim directly that
we should observe these probabilities as a consequence of the world’s quantum state.

It turns out that several important conceptual problems in physics and beyond are closely related to the
probabilities , and challenge this traditional view of physics:

¢ Quantum mechanics (QM). According to Bell’s Theorem, naive versions of realism (roughly, the
idea that measurement outcomes always exist before the measurement is performed) are inconsistent
with other important principles of physics (like locality). This has led to the slogan that “unperformed
experiments have no results” [2], and to decades of arguments about how to interpret the counterin-
tuitive formalism of QM. Substantial interpretational effort has been invested in the question “where
the probabilities in come from”, without any final concensus.

e Cosmology. If we are observers in a really “big” universe (for example, a world undergoing eternal
inflation), then the question arises which probabilities of the form we should actually assign to our
own future observations. There are deep and surprising problems that arise in this respect, for example
the famous and notorious Boltzmann brain problem (claiming that we should assign high probability
to us being only a short-lived quantum fluctuation), or, more broadly speaking, the measure problem
of cosmology.

e Artificial Intelligence / Philosophy of Mind. Even though it sounds like science fiction at the
time of writing, current scientific progress suggests that we will soon live in a world where novel
technologies present us with severe conceptual and ethical dilemmas. As one extreme and illustrative
example, think of simulating the brain of a terminally ill person (after her death) on a computer.
Would this be a valuable endeavor? Would the person “feel like being” in the computer simulation,
or would it have no effect on her first-person perspective whatsoever? Questions of this form can be
recast in terms of the conditional probabilities : what is the probability that the person is going to
observe the simulated state of mind, given what she has observed in the past?

In this project, I suggest to address aspects of all these questions in a unified way, by taking a radically
unconventional perspective and by asking: What if the probabilities in are actually fundamental,
and physics as we know it is an emergent phenomenon?

As implausible as this may first sound, there is a clear-cut technical starting point, namely algorithmic
information theory [3, [4] and “Solomonoff induction” (SI). In a nutshell, SI suggests that any observer
who has made previous observations x should assign conditional algorithmic probability P (y|z) to future
observations y. The quantity P, is defined in algorithmic information theory as a “universal apriori
probability”. Roughly speaking, it corresponds to the probability that a randomly chosen computer program
will output y if it has previously output x.

This prescription yields a method of inference that is provably optimal under many circumstances [4].
In particular, it is known to yield asymptotically correct predictions in our world, if we assume that the
laws of physics are computable (as stated by the Church-Turing thesis). This is the reason why SI (or rather
practically implementable versions of it) are actually being applied in Artificial Intelligence. In a nutshell,
we can summarize the argument as follows (some more details will follow further below):
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Definition of Solomonoff induction: Every agent that has made previous observations x should
predict to make observations y with probability P (y|z) in the future.

Observation: Whenever our physical theories give us a concrete value of P(y|x), this prediction
will agree with Solomonoff induction’s P, (y|x) (at least asymptotically, after many observations).

In other words, we can in principle make probabilistic predictions by applying SI alone, without any
direct reference to physical theories. This suggests two possible routes of exploration.

First, it suggests that we can use SI as a pragmatic “rule of thumb” whenever physics itself does not give
us any obvious probabilistic predictions. For example, in the cases of cosmology or brain emulation sketched
above, it is not clear how our physical theories would allow us to assign conditional probabilities of the
form ; in fact, some philosophers would argue that physics is in principle unable to do so. In this case,
we can instead try to use P, for prediction as a pragmatic method of inference, motivated for example by
considerations like Ockham’s razor (since Pyig(x) is larger for simpler z, i.e. for those that have a shorter
description). This will in principle allow us to make predictions in realms where physics in itself does not,
and is guaranteed to be compatible with physics in regimes where SI and physics are both applicable.

Second, it suggests a much more farreaching idea: what if there is only one single “law of nature”,
namely that algorithmic probability determines future observations? Could it be that the physical laws and
regularities that we observe (including the appearance of an objective external world) are simply conse-
quences of (Solomonoff) induction? If so, this would support a worldview that is completely different from
the standard one, more similar to Wheeler’s idea of “Law Without Law” [6].

Before examining this conceptual point in more detail, let us turn to the question how one can obtain
a concrete theory from this idea. In this grant application, I will drop all mathematical details for obvious
reasons; they can be found in [5], see the bibliography for a download link to a preliminary draft for the
purpose of this FQXi grant application review only.

We start by defining the notion of an observer. Note that the purpose of this definition is neither to
capture what we colloquially mean by an observer, nor to decide once and for all how we should think of
an observer, but rather to abstract important features of it to allow for a mathematically sound theory.
We will do this be introducing the notion of an “observer graph”, which is a (computable, rooted) directed
graph over the finite binary strings, {0,1}* = {),0,1,00,01, 10, ...}. This captures the following idea. Any
observer (say, a human being, or a robot) will, at some moment, contain information that encodes everything
that she sees, knows and remembers at that moment, described by some (usually very long) binary string
x € {0,1}*. Naively, think of encoding the full content of the brain into a long string of zeroes and ones;
maybe this string describes the experience and memory of a bat, flying inside a cave towards a turning point
where it cannot see what is coming next. Then, one moment later, there will be another string y € {0, 1}*
that describes the observer’s next experience. In general, there are many possible next strings y; for example,
the bat might see that the cave just goes on, much further, in the same way as before; or she may be very
surprised to find the cave’s end, since part of it has collapsed since she had been there the last time.

We would formalize this by having the string = as a vertex of a graph, and (at least) two arrows pointing
away from x, to the two possible next strings y. As a result, we get a graph as in Figure (1] (just think of
the strings as being typically much longer). Every vertex (binary string) describes a conceivable momentary
experience of the observer, while the outgoing arrows point to the possible next experiences. Note that
“possibility” is here not defined with reference to any laws of physics (there are none at this point), but
should rather be understood as “legitimate subjective successor experience”. For example, in the case of
the bat, another possible next experience y (following x as described above) would be to see, suddenly and
surprisingly, a huge massive rock made of gold to materialize in the cave where the bat is flying. This would
correspond to some arrow in the observer graph, even if our idea of the bat as embedded in a physical world
would make us expect that this experience will be physically disallowed. On the other hand, there would
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Figure 1: Schematic illustration of an observer graph A. Any path through the graph (starting at its root)
will be called an “A-history”. For any vertex z, we denote by A(x) the set of all vertices y such that there
is an arrow from z to y. For example, in this figure, we have A(01) = {011,001}.

not be an arrow to a string that describes the experience of, say, Barack Obama at a state visit in Austria,
looking up to the mountains (and having all his usual memories). This would not correspond to a legitimate
subjective successor experience of the batE]

Of course, the handwaving argumentation above raises all kinds of problems, like: how should we encode
some observer’s state into a binary string? Or, which transitions (arrows) are concretely allowed, and which
are not? The point is, however, that we do not need to answer these questions in order to write down
the postulates of our theory. And then, once the theory is in place, we will actually see how to answer
those questions. For example, regarding the former question, it will turn out that the choice of encoding
is irrelevant, since the theory will be “covariant” with respect to the choice of encoding, in a similar way
as General Relativity is with respect to a choice of coordinate system. Regarding the latter question, it
will turn out that we can (and should) actually allow all transitions, and have the complete graph as our
observer graph.

Postulates of the theory:

1. Every observer is described by an observer graph A as defined above; the complete list of all
observations that the observer successively experiences corresponds to the sequence of binary
strings in an A-history (cf. Figure [1)).

2. After having experienced a A-history x = (x1,...,2,), the observer will subsequently experience
one of the strings y € A(z) at random (cf. Figure[1). The probability of every y € A(zy) is given
by conditional algorithmicﬂ probability Pq(y|x).

This is it — there are no further postulates or assumptions. All other aspects of physics (including the
appearance of an external world, and agreement between different observers) are not postulated, but rather
expected to emerge as provable consequences. In this sense, this is a theory which is arguably as simple as
possible: it only postulates that we make a sequence of observations (which is the only thing we definitely
know), and it makes a statement about the propensity of the possible observations. These are the minimal
ingredients of any physical theory.

'This concept is similar to Parfit’s “Relation R” [9]. Nevertheless, the exact definition of this relation turns out to be
irrelevant for the theory presented here.

2Conditional algorithmic probability Paie(y|x) is usually only defined if y is a bit (zero or one), and x is a single string of
bits. Thus, we have to extend the definition to sequences of strings as above (and this has been done in [5]). Technically, it is
a generalization of the universal enumerable semimeasures on continuous sample spaces of [3].
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Before we discuss how well-known aspects of physics follow from these postulates, we have to briefly
discuss one problem that every reader with background in theoretical computer science will immediately
acknowledge. By definition, P, (y[x) = Pag(X,y)/Palg(x), and P, (x) is defined as the probability that
a universal computer outputs x if it is given a random program as input. But there are infinitely many
different universal computers U, and so which computer U should we choose as our reference to define the
probabilities? This question is regarded as an important problem in artificial intelligence [10] and does not
have an easy solution [II]. However, it can be shown with some effort [3, Sec. 6.1] that the theory that
follows from the postulates above is invariant with respect to the choice of U, as long as U is chosen from
a specific infinite subset of universal computers.

1.2 Three roads to the same theory

Above, we have motivated our two postulates by the observation (framed on page 2) that Solomonoff
induction’s Py (y|x) will give predictions which are asymptotically identical to those of our physical theories.
From this, a kind of “structural argument” motivates our two postulates: if there is one canonical
mathematical structure that gives us a notion of probability, or propensity, then we do not need another
additional structure (another theory of physics) to explain these probabilities or propensities.

However, it is encouraging to see that there are several other routes of argumentation that lead to
essentially the same postulates. One of them is the idea to explore what would happen if there were no
(predefined) laws of nature at all. As I argue in [5], a way to formalize this idea is to say that “there
should be no preference of any one choice of laws of nature over any other possible choice”, and propensities
of what happens (or rather what we see) should be determined simply by the structure of mathematics
(containing all logically consistent possibilities) itself. Then one can try to come up with a “totally random
choice of mathematical structure”, and formalizing this idea will again lead to algorithmic probability, and
finally to something similar to the two postulates above.

A third route is comparable to some ideas that cosmologists have come up with, cf. Aguirre and
Tegmark [12]. Let us for a moment imagine the multitude of all conceivable, logically consistent worlds
or “universes” (note that the theory above does not assume that we have to think about the world like this).
According to the usual picture of observers (supplemented for the moment by this multiverse picture), we
would intuitively say that every observer is part of some universe. However, to every observer, there are
infinitely many copies, subjectively indistinguishable, embedded in infinitely many (sometimes only slightly)
different universes (or sometimes even several copies in one universe as in [12]). If an observer makes new
observations that give her more indexical information, i.e. tell her that she cannot be in universe A, but can
be in universe B (while both were possible the moment before), then this should manifest itself as a random
experiment for her. In other words, she should see a statistical mixture over all universes consistent
with her previous observations. Now it can be shown without much effort [5] that algorithmic probabil-
ity can be interpreted in exactly that way: as a statistial mixture over all computable deterministic WOI‘ldSH
This gives us yet another way to interpret the two postulates.

1.3 So how do we get physics from this?

What would observers experience if the two postulates were true, and no other assumptions (like the existence
of an external world etc.) were made?

According to Postulate 2, an observer’s experiences are determined by algorithmic probability P,js. Even
though P, is a natural quantity, it is also very complex and irregular, in fact noncomputable. At first
sight, this should imply that observers make completely irregular observations. However, I prove in [5] that
this is not true: surprisingly, observers will see simple, probabilistic “laws of nature” in the long run.

3This is by no means inconsistent with quantum theory, as we will discuss further below.
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That is, algorithmic probability P, converges to a random computable measure p asymptotically, and the
probability of a given p is higher if its minimal description length (that is, Kolmogorov complexity K) is
smaller. Let us look at the detailed mathematical theorem from [5], to have at least one single place in this
grant application that gives a taste of the formal details (note that it is not necessary here to understand
all details of the terminology):

Theorem 1.1. Let A be a dead-end free observer graph, and p a computable A-measure. Then
P {Pusg(yler, - w0) =F plyler, .. wn) b = 2750,

that is, with probability at least 2~ K # (which is large if and only if p is simple), the actual transition
probability P, will in the long run converge to the computable measure p (in Hellinger distance).

That is, after a while (i.e. after n observations, where n is large), observers will see that the randomness
that governs their experiences converges to a “simple” probability distribution p, i.e. Pag(y|z1,. .., 25)
(which is the actual propensity of a next observation y) will be very close to u(y|z1,...,zy,), where p is a
“simple” probability measure. And “simple” means that there is a very short computer program, of length
K (p), that simulates this distribution. The shorter the description length of u, the higher the probability
to converge to p. In other words, observers might say the following: “It seems that what happens next is
not completely deterministic... there is some randomness going on in the world. However, that randomness
seems to be governed by simple probabilistic “laws of nature” () that I can write down in very brief equations.
Wow, that’s interesting!”

However, at this point, there is not yet any notion of “external world”: exactly as P45, the measure p (the
“laws of nature” that a given observer A experiences after many observations) is a probability distribution
on the observer’s states (that is, her knowledge and observations) only. However, I show in [5] that this
distribution behaves as if the observer was part of a larger dynamical system which does not only consist
of her state, but also of some other part that is not directly accessible to her. Taking this other part into
account simplifies her task to predict future observations. Thus, every observer will find herself to be part of
a computational universe, or external world, that evolves according to simple, computable, probabilistic
laws. In a nutshell, this external world will simply correspond to the computatioﬂ that generates the simple
measure (.

Apriori, every observer will see her “own” universe; at this point, there is no notion of objectivity among
several observers. To this end, consider the special case that an observer A (“Abby”) observes another
observer (“Bambi”) in her external world — some bunch of stuff that looks as if it encoded some mental
states that describe a possible other observer B. Apriori, the behavior of this part of Abby’s external world
is completely unrelated (according to the postulates of our theory) to Bambi’s actual first-person experience:
if Abby sees the sun rise tomorrow with probability close to one, then Bambi may in principle see the sun
rise only with probability much less than one, even though Abby sees Bambi experiencing a rising sun with
probability close to one.

However, I show in [5] that if Bambi is “old enough” (that is, if her state has large enough Kolmogorov
complexity), then her subjectively perceived probabilities will match the propensities that Abby sees her
experiencing in her own world. In other words, Abby and Bambi will asymptotically perceive to be “part
of the same world”, and agree on the probabilities of future events. This is a form of emergent objective
reality (not to be confused with Bayesian coherence) which follows from the mathematics of Solomonoff
induction. That is, the same mathematical theorems that guarantee the correctness of induction algorithms
in artificial intelligence [4] imply the emergence of objectivity in our theory.

4Note that this does not mean that we should literally expect to see bits and bytes or memory tapes in our world, or even
naive classical spacetime structure as in our standard desktop computers; it only shows that our universe should correspond to
some abstract computational process; and, in fact, one that started out in a particularly simple state of “low entropy”. This is
exactly what we observe.
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What about quantum theory? First, the conceptual picture painted by our theory seems much more
compatible with quantum theory than our standard picture of a physical theory. Expressed in an exaggerated
way, our theory says that only observations are fundamentally “real”, and the external world with its
elements of reality is merely a convenient fiction (but a very real-looking one, useful to predict future
observations). This fits very well to the idea that “measurements” have a special status in producing actual
outcomes, while “unperformed experiments have no results”.

Yet, our theory has to say more about QM. As we have learned from quantum information and founda-
tions research over the last few decades, any good foundational theory (that does not presuppose QM, but
claims to predict it as a consequence of its postulates) must ultimately explain two facts:

1. The fact that we have a wiolation of Bell inequalities in our world, but at the same time the no-
signalling principle holds [13] (i.e. no superluminal information transfer).

2. The fact that among all conceivable “probabilistic theories” [14] (including Popescu-Rohrlich boxes [15]
etc.) that satisfy 1., we see exactly quantum theory, and not, for example, even stronger nonlocal
correlations, higher-order interference [16] [17], or other conceivable effects.

Interestingly, the theory presented here explains 1., as shown in [5]: it predicts that whenever we have a
positive probability of loops in the observer graph (as in Figure , the observer will see non-classical effects
corresponding to “preparation contextuality” as defined in [I8]. If the observer’s external world admits a
notion of locality, then this turns out to correspond to a violation of Bell inequalities despite no-signalling.

It is currently not clear whether our theory has anything to say about 2., and it is one of the goals of
the research project proposed here to find out.

At this point, we have “reconstructed” several important aspects of physics as we know it. And in a
way, the theory offers an explanation for “why” we see an objective external world at all. However, a theory
should do more.

1.4 What about novel predictions?

A good theory should not only explain what we already know, but should also be able to make new
predictions, possibly surprising ones.

In fact, the theory described above does so. The most surprising prospect is that it predicts violations
of objectivity in some extreme situations. Remember from 1.2 above that the notion of an “objective
external world” is not a postulate of the theory, but rather a provable consequence. But it only holds
provably for two observers A and B (Abby and Bambi) if they are both “old enough”, in the sense that
their Kolmogorov complexity is high enough (this can be quantified in more detail, see [5]). If this is not so,
then we will obtain a fascinating new phenomenon which is absent in all contemporary theories of physics
— namely, we will have a notion of probabilistic zombies (different from, but named after Wittgenstein’s
zombies which are a conceptually somewhat similar notion). This would be a situation where, for example,
Abby will see the sun rise tomorrow with probability close to 1, and Abby will also experience that Bambi
will see the sun rise tomorrow with probability close to 1; however, Bambi will subjectively only experience
a rising sun with probability much less than 1. In this case, Bambi would be a probabilistic zombie.

This phenomenon plays an important role in attempts to use this theory to resolve some of the open
questions mentioned in 1.1 above. For example, it can rather easily resolve the Boltzmann brain
problem, independently of any specific assumptions on the size or structure of our universe. While this is
done in more detail in [5], let us give a quick-and-dirty overview on the main argument.

The argument starts with a colloquial interpretation of Theorem
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Persistance principle: Regularities that were holding in the past tend to persist in the future.

This is ultimately the reason why we have convergence to a simple measure p in Theorem if past
observations happened to be compatible with p, then algorithmic probability will favour future observations
that are also compatible with .

With this principle in place, let us discuss how the Boltzmann brain paradox is automatically resolved.
Suppose our observer Bambi is currently in a state where she remembers having lived a rich life full of
experiences in a standard, low-entropic planet-like environment. However, within the standard cosmological
picture of our world, there is a possibility that Bambi, or rather her brain with all her memories, has just
now appeared as a highly improbable quantum fluctuation, surrounded by a soup of thermal gas. In the
next moment, this could mean that she makes a very strange and unexpected experience (say, heavy pain
due to gas hitting her synapses). Let us call this a “BB-experience”.

How probable is a BB-experience? If our universe was very large (say, due to eternal inflation), then
naive counting might seem to suggest that a BB-experience is in fact far more likely than our actual standard
experience. However, according to our theory, Bambi’s subjective experience is determined by algorithmic
probability as in Postulate 2 (and not by counting frequencies), leading to the “Persistance principle” stated
above. But this principle says that if the description of having evolved in a standard way on a planet worked
very well in the past, it will probably persist in the future. Thus, a BB-experience is extremely unlikely. In
a nutshell, the reason is that a BB-experience has much higher Kolmogorov complexity than a standard
experienceE]

Returning to the “zombie” terminology from above, this would imply that actual Boltzmann brains,
arising in quantum fluctuations (or other random processes), are in fact zombies in this sense. This can be
analyzed in quite some quantitative detail [5].

This is just an example of novel predictions; others are related to the areas mentioned on page 2 (for
example, brain emulation), and can be found in [5].

1.5 Isn’t this completely crazy?

The theory presented here is definitely highly unconventional (and foundational, and topical since observers
are the major starting point). Therefore, it makes sense to subject it to a quick sanity check. The following
aspects make me confident that working on this theory is a fruitful endeavor:

No claim of a theory of everything. I am not at all claiming that this is supposed to be a “theory
of everything” of some kind. There are definitely many aspects of physics that cannot be explained
by this theory. This can already be seen in one of the first technical results, Theorem [1.1} according
to our interpretation of this theorem, our laws of physics p are at least to some extent a random
coincidence. Apriori, all computable laws are possible, and all we can say is that there is a (strong)
probabilistic preference for simple laws.

Concretely, this theory will never be useful in the search for a theory of quantum gravity, or in
predicting cross sections of processes, etc. Instead, it is intended to admit possible answers to questions
that are more fundamental than that, such as “why are there laws of nature at all?”, or “what happens
if we simulate an observer on a computer”?

Pragmatic interpretation. Instead of seeing Postulates 1 and 2 as the basis of a fundamental theory
of our world, we can also see them as “pragmatic rules of thumb”. This allows us to have a simple

5This needs some technical details to be spelled out quantitatively, cf. [5]. One has to be careful due to the difference between
“the Kolmogorov complexity of a measure p” (which is predicted to be small) and “the Kolmogorov complexity of a typical
outcome of p”, which will typically be large. For example, think of p as a billion coin tosses.
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inductive method of reasoning in areas that are currently hard to understand from the perspective of
physics (like the Boltzmann brain problem above), see also page 3.

Mathematical rigor. This is a mathematically fully rigorous theory. It is based on rigorous assump-
tions that are formally exploited to arrive at proven theorems. Some of the results are of independent
interest in algorithmic information theory.

A most simple proof-of-principle. The theory is intended to represent a proof-of-principle that
one can have a theory with explanatory and predictive power, which fundamentally starts with the
notion of observers rather than of an external world. No matter whether one believes that it is true
or not, it is valuable to see that this is in principle possible. Since the two postulates (cf. page 4) are
so simple, this makes it particularly transparent and an important starting point for further research
that shares some of its ideas with our theory.

Fruitful spin-offs. This theory gives some fruitful ideas that can be pursued detached from the
theory itself. For example, it suggests to use algorithmic probability as a measure in cosmology, and
it indicates that a notion of “fundamental forgetting” (loops in observer graphs) can be responsible
for the observation of quantum nonlocality and no-signalling, see also Section 2.

In any case, the ideas presented above give motivation to think about our world in novel terms, and show
that a scientifically rigorous theory can have a surprisingly different form from what we are used to.
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